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whe primary focus of research during this funding period has been to
obtain information with the highest signal-to-noise ratio from faint
astronomical sources using a charge-coupled device (CCD). The starting point
of the investigation was to determine the optimal sampling function for CCDs
considering the noise spectrum characteristic of real devices; the noise
spectrum of most CCDs can be accurately described by a combination of 1/f and
white noise. Then, a CCD system was constructed so that all operating
parameters could be easily adjusted. Some unexpected improvements in
performance were obtained by optimizing the operating temperature and
increasing the number of electrode voltages which could be independently set
compared to other CCD systems. WThe next phase of the investigation was to
develop an image processing system to extract, in a statistically correct way,
as much information as possible from astronomical images. The system was then
applied to problems ranging from speckle interferometry to global cosmological
tests including an investigation to determine the nature of the dark matter in
the halos of spiral galaxies.

The Final Report

Research during the funding period of this grant can be divided into three
main areas: the development of a charge-coupled device (CCD) imaging system,
the development of software to analyze CCD astronomical images, and the
scientific progress obtained both with and without the CCD. We shall begin by
providing a brief introduction to CCDs. The emphasis in our discussion will be
to provide information which might be of interest to anyone building a CCD
system and which may not be generally known.

A CCD is a mosaic of photodetectors fabricated on a silicon substrate.
CCDs represent an enormous step forward in imaging detectors in that they have
properties which are close to that of an ideal detector. CCDs have quantum
efficiencies of 50 per cent, are linear over dynamic ranges of 10,000 and have
stabilities of better than one part in 1000. While imaging systems based on
CCDs appear to have enormous potential, it has been very difficult to build
working systems which exploit the device's potential. The electronics to
operate CCDs are complex and there are many operating parameters which must be
carefully adjusted for the device to function, much less to function well.

One of our primary accomplishments has been to work out several basic
issues related to CCD signal extraction. We have calculated the optimal
sampling function for CCDs so that information can be extracted as effectively
as possible. Also, we have determined the signal-to-noise ratio for the
optimal sampling function so that it is possible to compare several popular
sampling functions with the optimal to know what improvements might be
possible. These results have been derived for CCDs which exhibit a combination
of 1/f and white noise. Such noise spectra closely model the noise in real
CCDs.

Using these theoretical results as a guide we built a very flexible CCD
system so that virtually all CCD parameters could be easily and conveniently
adjusted to optimize the response of the system. To accomplish this, all 29
timing parameters can be changed from a computer keyboard in increments of 100
ns,
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In addition, we found it was important to keep the electronics as flexible
as possible. Our system, designed for a thinned RCA CCD, was built with 17
adjustable power supplies. There is some advantage in using this number of
supplies over, for example, 11, but the advantage is not large. Using less
than 11 supplies, however, would result in degraded performance. Specifically,
we found that it was very important to have separate high and low voltage
controls for each of the three horizontal clocks. Also, we found that the CCD
performance was improved by using three different voltage levels for the
vertical clocks. On the other hand, we found that separate supplies for each
of the three vertical clocks were not particularly important. Other supplies
are for phase reset and for RD.

During the process of optimizing the performance of the CCD we were
surprised to find that the resolution of the CCD depended sensitively on the
operating temperature of the device. There was an optimal temperature with a
characteristic width of about 10 degrees Centigrade. We have no way of knowing
whether this temperature dependence is characteristic of CCDs in general or is
only characteristic of our CCD, but it does seem to be reasonably consistent
with the physics of CCDs.

As we shall discuss below, the 1/f noise in the output on-chip FET
amplifier is responsible for the readout noise. Because noise in any of the
supply voltages couples to the on-chip amplifier, it is important to minimize
power supply noise. We constructed power supplies using standard single chip
IC regulators. These devices have good noise specifications at high
frequencies but not at the low frequencies at which we sample our CCDs. To
remedy this, we used toroidally wound inductors in series with the power input
to the regulator chips. The equivalent noise of our electronics is 5
electrons, which, because it adds in quadrature to the readout noise, only
increases the readout noise by a negligible amount.

To test that we understand the origin of the readout noise, we have
calculated the readout noise using the measured CCD capacitance, the measured
1/f noise of the on-chip amplifier, and our sampling function. The calculated
noise is 57 electrons with an estimated error of 6 electrons, and the measured
readout noise is 64 electrons, in reasonable agreement.

The CCD system is managed by a NOVA minicomputer which we use to download
the CCD control microprocessor and to analyze images at the telescope. The
NOVA is programmed in FORTH and has a variety of routines to perform simple
picture processing at the telescope. A particularly convenient routine that we
have written for focussing the telescope when the CCD is in operation displays
a cross-section of the stellar image on the TV monitor and also displays the
calculated full-width-half-maximum in pixels. Since the display is updated
every second it greatly simplifies focussing.

Image processing at Michigan is carried out on a VAX/780 computer.
Attached to the computer is a Grinnell GMR270 which is capable of displaying
Images on a color TV monitor in 4096 pseudocolors.

The image processing system that we use started out as a set of basic
image processing programs written at Mt. Stromlo Observatory. We have added
to the programs so that we can analyze data from any two-dimensional detector
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and produce outputs on a variety of output devices. Programs are now available
to perform arithmetic functions on images, to carry out photometry on both
stars and galaxies, to flat-field CCD images, and to analyze speckle
interferometry images.

Stellar photometry can be easily carried out on stars covering a wide
range of intensities. The brightest stars, which have the highest photometric
accuracy, cannot be used for calibration on most CCD systems because for
typical exposure times they saturate the system. We use bright stars for
calibration by using short shutter speeds and by defocussing the stellar image.
This technique allows us to obtain photometric calibrations to better than one
per cent on the best bright reference stars.

Considerable effort has gone into writing software for the reduction of
two-dimensional surface photometry of elliptical galaxies. We now have
routines which can do a weighted least-squares fit of any chosen
surface-brightness formula to the surface brightness distribution of an
elliptical galaxy while taking into account overlapping stars and galaxies,
including "seeing effects" due to the earth's atmosphere, yielding the fitting
parameters of the formula with the associated errors. Some of our surface
brightness measurements reach to beyond 30th magnitude, fainter than any
previously published results.

One interesting application of our elliptical galaxy fitting routine was
to fit a bright elliptical galaxy that was partially overlapping the images of
other faint ellipticals and to completely subtract out the image of the bright
galaxy. This method could also be used to obtain images of individual objects
in a cluttered field. Elliptical contours are a fair approximation to the
isophotes of a symetrical object.

A group of programs has been written to reduce speckle interferometric
data. This data is obtained from a 64x64 area of pixels closest to the readout
amplifier to minimize charge smearing by minimizing the number of charge
transfers to the readout amplifier and to perform the readout as quickly as
possible. The power spectrum of several hundred images of a binary star is
divided by the power spectrum of a corresponding number of images of a nearby
calibration star. From the ratio of power spectra it is possible to obtain the
angular separation, position angle, and relative intensity of an otherwise
unresolvable binary system. The advantage of our system over other speckle
interferometric systems is that we use no image intensifier, which, though it
limits us to stars brighter than 10th magnitude on a 52 inch telescope, takes
advantage of the high intrinsic stability of the CCO.

We shall now discuss scientific research accomplishments during the period
of the grant. Below, we shall discuss scientific progress in four different
research areas: global cosmological tests, the resolution of the. binary star
system Mu-Cassiopeiae and a measurement of the primordial helium abundance, and
cosmological dark matter.

U Global cosmological tests are the best way to determine the future
expansion of the universe -- Will it expand forever or will it eventually
collapse and fall back on itself? At the present time it appears possible to
use CCDs to determine the answer to this question. We have been working on two
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cosmological tests, the metric angular diameter and the redshift-magnitude
tests. It appears to be possible to carry out both tests using the same set of
data. The problems at the present time center on being able to reduce
systematic errors in the collected data so that they do not bias the results.
At the present time, our work looks promising and we believe that we shall be
able to separate the two most troublesome systematics, mergers of galaxies and
stellar luminosity evolution.

We are in the process of writing up a study on the distant cluster of
galaxies, Abell 1689. We have collected photometric data in two colors on over
200 elliptical galaxies in the cluster. This rich cluster of galaxies consists
of many overlapping images and has never been adequately analyzed. Also, many
of the galactic images are quite small and have been smeared out significantly
by atmospheric turbulence so that it is necessary to correct for such effects.
We accomplish this by using the images of stars in the CCD frame that surround
the galaxy of interest.

By making a plot for the cluster of the characteristic size versus
magnitude of the galaxies, it has been possible to find a range of galaxies
that show no dynamical evolution. Because only the brightest galaxies show
effects of mergers and only the faintest galaxies show effects of tidal,
distortion, there is a middle range of galaxies that reveal none of these
dynamical problems. However, these galaxies are affected by stellar evolution.
But, if only stellar evolution is present, it is possible to deduce the amount
of it because the surface brightest of galaxies should scale as the fourth
power of the redshlft. Any deviation from it indicates stellar evolution, the
amount of which can then be deduced. Perhaps the most interesting aspect of
this work from the point of view of other applications is that it is an example
of treating data consisting of small, faint images which must be corrected for
atmospheric smearing in a statistically correct manner to extract as much
information as possible.

We have been making progress towards the resolution of the components of
the binary star system Mu-Cassiopeiae. The two stars are separated by about an
arc second and differ by a factor of several hundred in intensity in the
visible. It is the close separation and the large difference in intensity
between the two stars which has made the problem so difficult. With one
accurate measurement of the separation between the components it is possible to
determine the mass of the stars and then, with other information already

.. available, it is possible to use the theory of stellar interiors to determine
*, the helium abundance of the stars. Data has been obtained on Mu-Cas during

several different runs. On each run some new information was obtained so that
the observing technique and the method of analysis gradually improved to the
extent that this past January we were able to obtain some very high quality
data which has yielded an accurate measurement of the separation between the
stars. One of the key points that we needed to learn is that it is necessary
to choose a calibration star as close on the sky to Mu-Cas as possible and to
also observe it as close in time as possible. By limiting the spectral
passband of the instrument to about 1000 Angstroms we found that it was not
necessary to choose a star that matched the spectral characteristics of Mu-Cas.

A long term project on which we have been working has been to study the
nature of the dark matter in the halo of spiral galaxies. Evidence to support

o1"
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the existence of dark matter in halos is quite compelling. The rotation curves
of spiral galaxies must satisfy the equilibrium condition that the centripetal
acceleration necessary for circular motion be due to the gravitational
acceleration of the matter in the galaxy. However, the matter contained in the
visible stars in galaxies is not sufficient to explain the observed
gravitational acceleration. The conclusion is that there must be large amounts
of unseen mass. The problem on which we have been working is to try to
understand the nature of this dark matter.

One part of the study has been to obtain the best limits on the surface
brightness of the halo of the edge on spiral galaxy NGC 4565 because it has a
well determined rotation curve. Then, with measurements of the surface
brightness of the halo, it is possible to calculate the mass-to-light ratio of
the dark matter in the halo. We have previously made observations with an
instrument designed to search for low surface brightness objects. But, we have
also used our CCD system to obtain a better limit on the surface brightness of
the halo of NGC 4565. This is actually a difficult observing problem for CCDs
because the halo is considerably larger than the field of view of the CCO and
so close to the galaxy it is not possible to observe the halo and the
background sky in the same exposure. Instead, it was necessary to take three
exposures, stepping out from the center of the galaxy with overlap between the
exposures. With this technique it has been posible to reach surface
brightnesses at the level of a few ten-thousandths of the sky. By fitting the
observed surface to the expected 1/r form for the projected distribution of the
dark matter, it is possible to determine an upper limit on the mass-to-light
ratio of the dark halo matter.

K. Olive (Fermilab) and 0. Hegyi have used this data to present a series
of arguments concluding that it is quite unlikely that the dark halos can be
composed of baryonic matter. Specifically, a halo of gas, dust and rocks,
snowballs, low mass sters, planets, dead sters or neutron stars is shown to be
unlikely. We briefly summarize the arguments. A gaseous halo will quickly
collapse and heat up giving off more X-rays than is consistent with upper
limits on the X-ray background. A halo composed of dust or rocks would have
contaminated the gas that formed stars in the galactic disk with an excessively
high metal abundance. Snowballs would have evaporated very quickly. Low mass
stars will give off too much light to go undetected in the optical observations
discussed above. Planets, since they may be expected to be a continuation of
the same mass distribution function that lead to stars, are also excluded when
one considers the arguments in detail. Finally, black holes and neutron stars
are not allowed because the ejecta of the parent star that leads to either a
white dwarf or neutron star would contaminate with too high a metal abundance a
latter generation of stars that formed in the disk.
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he design and 0: Il 1 11t In Io ki0 ta rge-cupled device JCCU)) imaging systemn opnrmi~ed for tife detec-
tion of low surf,-e i gtiivs objects is dI:,LUSSCd in detail. lIn particular, we descibe the design of' the
Dewar and the 0(VI) wleioc, a well i-. the choice of CCI) operating voltage,,. clock timinlgs, anud
operating tenipci iturc. lIn addition, wvc discuss life measurement (it readout and spatial noise for an
RCA S1D53612 thinned C(A) j320 by 512 pixels). For this chip, we find a readout noise of 64 electrons
and obtain a well depth in i- 'Acss of' 350(XX0 electrons with essentially no blemishes or bleeding of
charge on bright ,iar Isiages I1 lichieshold level for trailing of charge is 3WX elections in the center of1
the chip and is, zcsaa io m'e ieu corner of the chip which is read out first tin hioadband exposures,
fringing from night-sky linecs ;,. tipicsilly seen onily in thfe infrared (- 87( X) at ahout 2% of thle nlight.
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photometry to better thtan 0 YX' using standard stars.

1. IN ui l)LCTtt!% which gives rise to a "threshold effect" which can conuph-

'I lie insention of the chaige-coopled de% icc ICCDI by cate applications to spectroscopy and astrometry. However,
Alm "to, Tompsett, and Smith i01t, and its subs quent de- at higher background light levels, the threshold effect is no
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i,I with an almost ideal photon det ector hotween the wave- the readout noise is dominated by shot noise. Blemishes and
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paw';, with high efficiency. The electrons are stored in a mo- From the experiences of various groups who have built CCD
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elcorodes whch are highl) aibsorbing in the UIV, whereas in from our own experience, and from inspection of published
h le ihirned CCD (SID5361 1, 1 the silicon substrate is etched CCD peitures, it is clear that the above problems are serious.
to extreme thinness so that the photons can enter through Accordingly, we shall discuss aspects of the CCD system
the backside of the chip, avoiding the absorptive electrode relevant to these issues in greater detail.
rructure. In both CCD's. the entire imaging area is light
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6t% c to cosmic rays than t he t hinned chip, the thinined CCD MonitorI
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1),tta (icnral NOVA 3/12 inin-CttMPuter to provide the
),erall control of tbe CCD sy.,tIeti. The selection of a NOVA
1., A host computer may seem somnew hat dated at the present Fin;. 3. View oft he topoft he opened Dewar.

nine, but in 1978, when the design and construction v.es
started by one of us (DH), it was a reasonable choice and was
tvailable from another project. The NOVA supervises an Readout of the CCD, sampling arta digitization of the out-
' .posure by loading the memory of' the CCD control micro- put, and transfer to magnetic tapc is accomplished in 50 s by

processor located near the CCI) by opening, timing, and making use of a double buffer pregirammed into the NOVA's
,:losing t lie shutter, by initiating Ithe readout, and by transfer- memory. During an exposure, the timne remaining in the inte-

;ng the data to the magnetic-tape unit for storage. In addi- gration is displayed on the monttor. A maxira of 55 full-
lin, dai,i can be transferred fromt tape to floppy disk for frame exposures can be stored oil a 1200-ft reel )f tapc.
;-rocessig, to a TV monitor via the Lexidata for display, or rhrough the TI Silent 700 hard-copy terminal, a user ca

*to the ITY. All the NOVA programming has been carried enter a vari-ty of commands into the system for displaying
o ut in I OR~rti which has proven to be very convenient, gray-scale data, graphing datj, rapidly seading out a

*We',hall now discuss the systemi in more detail. Commun- 64 x64-pixel region for focusing the telescope, performing
,::on between the NOVA inicomputer, located in an ob- speckle interferometry, doing photometry, and performing
crssiing room near the dome. andl the CCD electronics, picture arithmetic. (The har d copy has proven useful for re-
ioutntcd beneath the Dewar oin the telescope, is via a serial solving discrepancies in the observing log.)

* L:lz over a 50-fl cable. The NOVA transmits (downloads) Under software control, theu.er may display any four bits
inachin2: code over the cable in the form of 256 48-bit of the 14 bits of digitized intensity information from any
numbers to the memory of an AM2QI() microprocessor 256x240-pixel subsection of the CCD frame by loading the
'vhich generates the necessary tinming signals for control of data into the Lexidata 200D video generator. The user can

16e CCi). We chose this particular microprocessor because also graph horizontal, vertical, or diagonal cuts through the
i %.as the fastest microprocessor available at the time we data to further examine a feature. These cuts can be used to

ute-igned the system. Its cycle time is 100 ns Additional ma- calculate the full-width-half maximum (FWHM) of a fea-
chine code is used for control of the o-hutter, for the filter t ure, which is useful for several modes of operation, but most
wheel. mid to adjust voltages onl the CCI). typically, focusing. In the focusing mode, arepetitive cycle is

3 bferar~aI*uvrA~rSerial 1/0

-- ~ L ~ Ft~ers arr 1 Fr
* - ~e~ Fi rs.I~ Firl ADC Tr~tter/

_ J Lm 1--. 4 Block diagram of the CCD rce-

Drivers
P, at oom
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l.,lislhed in -hich it u
4 1 i P l scclloi l ot til- CC ) mil - junnlp instruction is sc11 to fh" (.AI1) and It is clOCk'd in its

I inding a star or a spcciil lille is dtlpl.ayutd and optional nornia slo -leadolill Itode

WS., IIfough fhe ilnag h ill tl hol .Il l , ld I dilc- W e tilt It I w I th " detls a l tli'shll'hl e .li. harge o it rItel
tin, with cotiespodtilig I \VIIl'.\ Ims 11 (, bc dtspla.kd. actoss he C(C) substrate to Ilic output amplifierhy stepping

I h 64 -. 64-pixel region is also used fOr spuik illttertrolie- voltages on the lori/ontal and vertical electrodes, and to the
sampling and digitization of the charge. The charge ont a

A cursor can bt displ.is, d ,i Ilt vith, wiomlor to iitik pixel is tost accitmatcly dcltt mitcd by pcrtortining a dtfltk

or.I , is to be photoneteicd. pixl e itl , I t, u . a i td w, a cttial sample of tie voltgc t If' the on-chip CCIl) .apitCti)i

tons to be averaged. Some simple pict III, procssing t oo before and after charge is ranst .ti red to it. It our svstemn, we
to are available so that stihitle c'le iis ii iniaL;us mat, he use am up-down integrator tiui this task.
'I O&hd whilc still a( (fie obscrvatoiN l i s(.' , u ilt addit al t - We sall oultitic tie esseni t steps in the difert ntial sam-
i -soicsare necessary. Rouimes ac ,avilil.. to tperfort flat- pie, referring the reader to !q,,%. 5 -7 for more specific details
1!. 11dmg. dark current and bias subtract ii, and to co add of the waveforms. (Our differential sampler is based oit a

,-ages. Fully automati, operation is possible, for which lilte design by Marcus et at. 1979). First, the CCD capacitor is
ncr :s not required to bI. present: this is irtctul for taking bias reset to a reference voltage, and that voltage is sampled by
m,.ms :and dark frames, up-integrating, when switch #2 (integrator) is turned on.

Then the integrator is turned off and signal charge is trans-
Ilttt- lt'!) DIW'AIR ferred to the CCD capacitor by driving the three horizontal

hw liquid nitrogen )ewar for the CCD is a cylindrical electrodes through a cycle. To perform the down-integra-
hain bcr 7.75-in. in diant. and 8.5-in. in lcngth with a 9- tion, switch # I is reversed, and the integrator is turned on
r. ham. faceplate (see Fig. 2). It is designed to work in an again. After the end of the down-integration, the voltage on
inward- or downward-looking position by interchanging the integrator is digitized to 14 bits and the integrator reset

;i1% the external fill and setnt tube conneutions. The CCD with switch #3 in preparation for the next cycle. After 320
,, ekt is screwed to a copper block and the CCD chip is held horizontal advances, charge is shifted by one row in the ver-
t:, place with two copper lingers The copper block is at- tical direction loading the horizontal register, and another
I.Thed by means of stainless steel standoffs to a I-liter weld- 320 horizontal shifts are performed.
*d stainless steel liquid-nitrogen bottle. The nitrogen bottle As may be seen in Fig. 7, we use three distinct voltage
i supported by a combination of Kel-F standoffs and by the levels on the verticals, in contrast to other groups that use
(0 5 in. diam 20-mil stainless steel fill/vent tube. Three addi- only two voltage levels. The intermediate state is used on all

1al Kel-F rods connect the cylindrical radiation shield to vertical electrodes during the exposure and on vertical elec-
',c outer Dewar wall. Flexure is undetectable in this ar- trode #2 during the horizontal transfer. We found that the

i.wgecient, and the nitrogen holding time is not seriously presence of an intermediate state increases the charge-trans-
dIL.raded by our rigid structure; one tilling lasts for 10.5 hr. fer efficiency and the depth of the potential wells.
A iihotograph of the top of the opened Dewar is shown in Including the timing variables shown in Fig. 8 which show
I tg. 3. the 8 r's for the fast reads used for reading the area surround-

IV. THIF (CD ELI L I RONICS AND t.0itC ing a 64 X 64-pixel area, there are a total of 29 timing values.
These values are software variables and, consequently, are

!'igure 4 shows a block diagram of the CCD electronics, easily changed. There are nine independent electrode ol-
I ite digital signal-processing circuitry is enclosed in a heavi- easy icha e se are l

ks hielded and temperature-controlled chassis divided into taewhcarstuinhrdr.,hireectios and a-conrecle d tohDearis d e tripy Trimming the differential sampler makes use of both
sprate sectins lo acnnected to the Dewar by a triply hardware and software adjustments. The product of gain
shielded 18-in.-ong cable. Power supplies are mounted out- X time must be the same for both the up- and down-integra-
sdg the box and power is brought in through filtering feed- tions during sampling. Three potentiometers (not shown) in
thracDgh. Although we initially placed a preamplifier inside the output arms of the switches in Fig. 5 can be adjusted to
th Dewar. we found that greater stability could be achieved balance the gain. Final adjustment is most conveniently
W thout it and at no inease in readout noise. Our output made by fine-tuning the ratio of the time spent in the up and
hiI level is presently stable to ± 10 electrons over a night. down portions of the integration. For example, our time in-

I i the following paragraphs, we discuss the preparation terval for up-integration r, is 124.7 us and the time interval
aiid readout of the CCD and trace the signal through the
,lectronic circuitry. In order to prepare the system for an
exposure and readout, the NOVA downloads a variety of SwiTC"3

subre.utines in machine code into the microprocessor mem- SWiTCH - I ,I
'r The first microprocessor memory location is reserved r_9t . -
1l, a jump instruction which moves the program pointer to ItCH 2 -
[it, desired program. When the Nova initiates a particular [- -I-NAL
command, it only loads the address of the chosen program dREVERSIBLt E " | - -Mts]itR

nlifo the first microprocessor memory location and starts the INPUT 2nd AMPLIFIER

microprocessor. An exposure atid its preparation consist of INTEGRATOR

thc execution of FORTH commands o'n the NOVA and mi-
-roprocessor programs whi'h i rapidly read out the CCD.
.,; times, after which all rc,,ilu, charge from a previous .
'xposure is flushed from thc system. liii apply the correct " ....
6oltages for an integration ,lthe CCD electrodes, and final-
ly, I 'ij open the shutter for a predetermined period of time. ic, 5. Schematic diagram of the differential sampler. In the depiction of the
Immediately upon completion of an cxposare, a different waveform at each stage, the dashed line repreents zero volts.
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ior d, ust-integration r,, is 125.O ss. O)ther timings are dis- Two problems we did not anticipate during the initial de-
..- s. III detail in Sec. V. on optihization. With the system sign of the CCD electronics which deserve mention are the
.ulaiicxd, the noise due to the electronics is about live elec- generation of light in the on-chip amplifier under certain
I rons. Compared to the readout noise of 63.9 electrons, the operating voltages and the drainage of charge during long
i ts due to the electronics makes a negligible contribution exposures from several rows of the CCD along the horizon-
I.,' th. wverall noise since these components add in quadra- tal register. We have since heard that the latter problem has
I i': been observed by others. Our solution to both these prob-

1iLciuse differential sampling is not widcly understood, lems has been to disconnect the on-chip amplifier output and
wC A s-h to emphasize the importance of keeping the ratio of keep the phase reset voltage low during an exposure. A large
miegratlon time to transfer time large when l/f noise is sig- load resistance for the CCD is only a partial solution to these
ni ..t, as is the case with CCD on-chip ampliliers. While problems because although it modestly increases the John-
the contribution to 1/f noise is independent of integration son noise at the input of the first amplifier, it, more impor-
time ifone neglects the transfer time, a nonzero transfer time tantly, decreases the signal power received from the CCD
resuli in a signal-to-noise ratio (SNR) proportional to relative to the background-noise power. A lower CCD tern-
I x):, where x is the ratio of transfer time to total integra- perature also decreases the charge leakage, but the tempera-
ion plus transfer time (Loh 1977; ttegyi and Burrows 1980). ture is constrained by factors discussed in Sec. V. By discon-

Our horizontal transfer time is 3.4 jis; hence, the SNR is necting the amplifier output we are able to use a moderately
degraded by 2.7% compared to an infinitesimally small low resistance in the source follower, 20001D.
transt'r time. If the transfer time is 12tls and the integration
tinic 18 its for each portion of the differential sample, as in V. OPTIMIZATION OF CCD PERFORMANCE"(e11e systems, the degradation is about 44 ;(. It is neetnti stems the deRadtind wih bte d if s interesting We spent considerable time and effort optimizing the per-
ft , compare the SNR obtained with the differential sampling formance of our CCD. Our CCD exposures are now charac-
fuivctvn optimized for a combination of o/fand white noise terized by excellent resolution, large dynamic range, and an

IHeg.i and Burrows 1980; Hegyi and Burrows 1984). For imaging area essentially free of blemishes. The desired char-siall s~gnals, an optimal sampling function could improve acteristics for the performance of a CCD system are sum-scalNR y 40al . To derima this result, we have estimated marized in Table I. To achieve this, the parameters in our

that the white-noise power is equal to the I//'noise power at system listed in Table II were designed to be adjustable.
i hut 1() KIlt.

Horizonol I _ [' L__

J-__ _. HOrizontal 2 #

Horizontol #3

3. Reset CCO

-U -- zorata) T. -.- Hnr| a-rO,-t r23"r-nsfer "aosfer - 24

Fi.,. 7. Timing lg fm a 'rt-'al rransier FIG. 8, Timing logic for fast readout.
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TAint r I Desired charactcll'timcs z t .i .. ) sclill TARI E II. AvadiAble intrl parameters

A The CCD A. Voltages
I I arte dynamic range (I.H cad, 't r. .rod acpp .nthi ,,,,lls I f hrzontal (2 taic. I. each of 3 electrode i)

I hgt resolution 2. 9 Vertical (.1 stalc for cahth of 3 electrodkes)
3. Small number ofblc.ihcs 3. Ret drum. ouigul diAm, and phaw rct

4. No leakage of charge from I 3. Kstdian.g ValucU--2 I dotal dh i

5. low dark current C. Timnig and Switching I .og...
h. lA4w noisepickup I). 'lemperitures ofCCI) (hit, arid c co.tnmcs
7. Time stabiity

IH The Electronics
1. Lowest possible noiie
. No saturation onto the last area of the CCD to be read out. The resolution
3. Perfect differential sampler was most sensitive to the potential on horizontal electrode
4. Time stability #3. By making the voltage swing during transfer larger on

this electrode than on those of the other horizontal elec-
After the system was constructed, we lirst adjusted the trodes, i.e., - 7 to + 6 V compared to - 5 to + 5 V. the

parameters to obtain a usable picture front the CCD. Next, resolution was noticeably improved. The potential on hori-
n. began a long series of tests to line-tune the system. The zontal electrode #2 had less of an effect, but when the vol-
p:,occss of optimization is complicated by the fact that a sin- tage swing was set to only -- 4.5 to + 4.5 V, defects ap-
gle control parameter can affect more than one CCD charac- peared on the screen and the resolution deteriorated.
tei istic and, consequently, adjusting one control parameter The resolution is also strongly affected by the time spent
may necessitate readjusting another. These interactions, transferring charge. In general, a longer transfer time gives
hov, c er, are not serious, and in most cases the CCD's char- higher resolution, but at the expense of increased blemishes.
a(. teristics are unchanged by a small variation in the value of In addition, the vertical timing values and the vertical dee-
a parameter. trode potentials are weakly coupled. Referring to the timing

A large dynamic range is achieved by optimizing the CCD logic diagram in Fig. 6, we found that the horizontal transfer
so that the potential wells can be filled to their maximum times -rs, r6, and r, had little or no effect upon either the
capacity. With a readout noise of about 64 electrons for the resolution or the blemishes. Making r7 longer (up to 1.2 ss)
RCA thinned chip, a dynamic range of about 5500 can be improved the resolution; however, pulse fesdthrough on the
attained. Whereas the readout noise is mostly determined by chip increased the readout noise. A good compromise for 7"

the I/f noise spectrum of the on-chip amplifier and is sensi- was 0.5 ,s. Making r. longer also improved the resolution,
tive to timing ratios in the differential sampling function, the but at the expense of increased blemishes. Its value was set to
ability of the potential wells to hold charge is strongly deter- 0.3 ps.
mined by the voltages on the horizontal and vertical transfer For the vertical transfer times (see Fig. 7), increasing r,6

electrodes, and -r improved the resolution slightly, but also increased
In order to determine a first approximation to the operat- the number of vertically oriented blemishes. Increasing -rg ., 7

ing potentials of the electrodes and so obtain a usable pic- and rig improved the resolution, but also increased the num- . .

Lure, we exposed the CCD to light of an intensity and dura- ber of blemishes, though r., had no effect on resolution and
tion such that the wells would be filled to their maximum blemishes. By making the high state voltage on vertical elec-
level. The empirically determined voltage ranges to prevent trode # 3 more negative, the number of blemishes could be
bleeding of charge are given inTable III. The voltage limits reduced, but at the expense of reduced well capacity (oh-
were less stringent at lower exposure levels; hence, adjust- served as bleeding of the image at high exposure levels). The
ment at a high exposure level guarantees a large dynamic voltage levels at which the number of blemishes were re-
range. duced and at which bleeding appeared were found to be af-

Having determined a range of electrode potentials which fected by the vertical transfer times. The best compromise
gave the largest dynamic range, the next step was to deter- for electrode potentials is listed in Table IV. The effect of
mine the potentials whch gave the best resolution. Because temperature on resolution is discussed at the end of this sec-
the resolution is adversely affected by the number of trans- tion.
fers of a charge packet before it is deposited onto the on-chip When the CCD is operated in its focusing mode, a 64 x 64-
capacitor of the CCD and by low light levels (the threshold pixel area is read out with the same electrode voltages and -
effect), we achieved the greatest sensitivity for improvement timing values as for the full frame, but the surrounding pixels
of resolution by imaging a faint point-like source (a pinhole are read out at a much faster rate. The time intervals -rt
in aluminum foil whose image was larger than one pixel) through r2s control this fast readout and the timing logic is

TABLE Ill. Electrode potentials for which bleeding of charge did not occur. 9

Electrode number High state Low state Intermediate wate

Horizontal 3.5< V< 6 5 - 5.9 < V< - 1.7Horizontal 2 - 3.0< V Y< - 3.0
Horizontal 3 1.7 < V - 7.9 < V< - 3.4

Vertical I - 0.8 < V V< - 8.0 V< - 2.4
Vertical 2 V< - 2.0 V< - .0 -4.0<V<.O
Vetical 3 - 0.6<' V < - .0 "< - 1.0

Note to TAsLE Ill

Only the vertical electrodes have as Intermediate state
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11IIi~a~al 2 5.0I 0.3
Ito.nuintal 3 6.0 7 0

VC: 1k 1al I 0.5 4 4 '0 ) 3 124m7
Verilaal 2 -4.0 94 2.4 (.
Vcrhi,.l 3 - 1.5 94 .1 5 0.3

6 0.3 .
RD 12 8 7 0.5
01) IOh 8 0. "

8 .and -S 9 0.3
I 1.4 

shown in Fig. 8. We found that the readout noise is slightly 12 0

dependent on 22 and r21 and Ihat values of4.2 ts give about 13 0.3
a 41% reduction in noise compared to 0.3 is. 145 28.0

We also operate the CCD in a mode called "speckle" 16 0.5
which is designed for short exposures of the highest possible 17 1.0
resolution. This mode is similar to the focus mode described 18 0.5

19 1.0
above, except that the 64 X 64-pixel area is placed in the up- 20 0.7
per left of the CCD frame (the first area to be read out), and 21 0.3 .- ,. .
hence undergoes the smallest number of transfers before be- 22 4.2

23 0.3
ing sampled. In this mode, 32 consecutive frames are record- 24 0.3
ed on tape. We were able to increase r, through r, so that the 25 0.5

26 0.3total horizontal transfer time was 6 ps and to increase r,6  27 0.3
through r,, to 1.2Mus without producing blemishes. The im- 28 4.2
provement in resolution was 27% as determined by measur-
ing the FWHM of a point-like light source imaged onto the
CCD. For our full-frame format and the long exposures re- found to be best at 152 K, with the FWHM of a point-like

, - quired by astronomical objects, the resolution is as good as in image being 41% larger at 10 deg higher or lower than the
the speckle mode; this is because the longer exposure times optimal temperature (see Fig. 9). Note that the minimum
allow a sky background to build up which eliminates the FWHM in Fig. 9 is constrained by the size of the point-like
Tethreshold effect , image we used. Although we can obtain a FWHM of unity,
The threshold effect , which is eliminated with a back- e.g., on spectral emission lines, the actual value depends on . . -

ground of about 300 electrons, was investigated by imaging the placement of the image relative to a pixel's boundary.
faint point-like images on an adjustable background. In the Here we avoided that problem by using a larger image. We
upper left corner, however, there is no measurable threshold estimate the accuracy of our temperature measurements to

, effect. The fast read r's, r24, r25, and -r26 were, in addition, be approximately three degrees.
increased to 1.2, 0.7, and 0.6/us in order to improve the Precise control of the CCD temperature is important not
uniformity of the bias exposure (zero incident light, zero ex- only for assuring that one is always within the optimum
posure time). range of operation, but also to stabilize the bis level at the

Several schemes for the timing and switching logic were input of the amplifier chain. For each degree change in tem-
tried. Our first arrangement (based on the RCA data sheets) perature of the CCD, the input bias (equal to the voltage
used four fewer time intervals for the horizontal transfer. A drop across the CCD load resistor) changes by 3.1 mV. As
shorter total time for transfer was expected to give lower we mentioned in Sec. IV, the output bias level is made rela-
readout noise, as explained in Sec. IV. With this switching tively insensitive to this change by careflly balancing the
logic, the electrodes have different potentials before and differential sampler by adjusting r3. We stabilize the tem-
after charge transfer and, because of feedthrough effects in .
the CCD, an offlet voltage developed which caused satura-
lion in the amplifier chain. Because the time between inte- I .
grations is constrained by its effect on resolution and blem- .4"

ishes, the I If noise and the white noise can be made smaller
by lengthening the integration times (the integration times, " 5

, and r,,, also control the gain of the amplifier chain). Other o
optimizations of the timing included determining the best . 4 t.
values to avoid feedthrough and pickup of timing signals by •
the integrator. In particular, r,, r2, and r, should be slightly 39
greater than 1.2/us. The best values for the timings are listed L. 2 -
in Table V.

We found that the chip temperature, in addition to affect- p
ing the loss of charge near the horizontal register mentioned 1 i 1 17
in Sec. IV, also controls the quantum efficiency and the reso- T40 150 160 170
lution. For each degree drop in temperature, the quantum
efficienc) decreases by about 0.3% (tested at a wavelength of FIG. 9. Dependence or resolution on CCD ten-
5500 A and between 107 and 173 K). The resolution was perature.

L.

%-



136 1). H. GUDEHUS ANt) ) J. Hlit: i1 ICO) IMAGIlNU SYSTEM L%.

pIrature of the CCD by a very high-gain lcedback --- " I . -, 1
" hch drives a heating clement, two resistors mounted inside

* - ucopper block onto which the C(I) is attached. Operatio Boo

at an average power input of about I W gives somc addi- Slope'13
lional sensitivity (depending on the square root ol the power) 700-

and does not seriously decrease the holding time for liquid a r 63 9 electrons

aitrogiu-n in our Dewar. 2 600
ot_,.AOU

VI. DETERMINAI'ON 1 (CI) NOISE 500

Ilie readout and spatial noise ofa CCI) are of importance :
bccause the former determines the ninimum detectable sig- 400

nil for .ituations with a small number of collected photons
per pixel such as spectroscopy and speckle interferomctry, 300
w hile the latter sets the limit for a large number of collected
photons such as the detection of faint features superimposed 200
on a night-sky background. Although spatial noise can be
corrected by dividing by a flat-field exposure, the variation too
in quantum efficiency with wavelength foni pixel to pixel is
sufficiently large that differences between the spectrum of
the signal and that of the flat field become important at 0 2 4 6 8 10 12 14 16

roughly the level of a few parts in 1000, for wavelengths near ADU/ 1000

bright night-sky lines. Fla. 10. Detenrination ofCCD gain and readout noise. a, ADU is the
The measurement of readout noise can be done in two total noise Ims the spatial noise measured in ADU.

ways. The methods start from the basic equation

,,+ + (0)

where o, • is the total noise, o,,. the readout noise, or the In this case, the reciprocal of the gain l/g is 21.3 electrons/
ADU and the readout noise is 63.9 electrons.

shot noise, and a,,, the spatial noise. All quantities are on a As a check to verify that we understand the origin of the
per pixel basis and arc measured in units of electrons. If we a chek terify the nesn the rgiufeh
define the gain g as ADU/n,, where ADU represents ob- readout noise, we can calculate the noise using the measured

sered analog-to-digital units and n, is the corresponding CCD capacitance and the measured 1/f noise of the on-chip

number of electrons, and define F,, the fractional spatial amplifier. By measuring the current into the CCD through
ta RD, the voltage across the load resistor as the CCD is being

noi, as ,,n then because = nwe find the total read out, and our cycle time, we obtain a value for the on-
noise in ADU to be chip capacitance of 0.62 pF. To determine the noise spec- i ¢

;.ADU = 021ADU + g.ADU - F2ADU2 . (2) trum we measured the noise of the CCD output MOMST

lhe first method makes use of a least-squares fit of the from 200 to 25 000Hz with a calibrated noise-spectrum ana-
observed O 7.ADU versus ADU data to the above second-order lyzer. Over this range, the noise power spectrum closely fol-
obsrveduton, vrsus not di ta to tha seacondmue lows a I/f law of the form Fdv, where Fe is 230("V)2 . The
equation. It is not difficult to show that each point must be measured exponent of vis 1.12 ± 0.05. Eatimating, as in Sec.
weighted by IV, that the white-noise power equals the I/fnoise power at

(n. - I)no  100 kHz, we calculate (Lob 1977; Hegyi and Burrows 190)
2(o.ADU)2, (3) the readout noise to be 56.7 ± 6 electrom. The error repre-

sents an estimate of our overall measuring accuracy. The
where n. is the number of pixels in each exposure and nois measured and calculated readout noise are in reasonable
the number of repeated observations of each point. If infor- agreement.
niation about the spatial noise is not needed, some computa- By meamuring the readout noisea saction of pixel loca-
tion can be saved by fitting to a first-order equation after tion on the CCD, we And that the readout noise is poition
removing the spatial noise from the data. There is an advan- dependent. Figure 10 shows data taken in the upper-left or.. ...
tage to this second method in that any nonlinearities become ner ofthe chip, but in other locations the shape of the cur is
readily apparent. The spatial noise is removed by averaging no longer straight. For these areas, the measured total noise
many exposures and computing the mean error about the at intermediate level exposures (up to 200000 electrons) is a
mean value in ADU for each pixel. A variation of the second few percent higher than the shot nose. This is mos likely
method and our chosen approach removes the spatial noise due to the greater contribution oftransler noise and trapping
by taking only two exposures. It can be shown that the best noise, both of which depend on the square root of the total
estimator of the total noise minus the spatial noise, 01,.AtU, number of transfers (Beynon and Lamb 1980). At higher
i s levels (up to 350 000 electrons, a limit set by our ADCJ, we

observe the same noise at all locations. Also, when no light is
X (ADU, -- ADLU. incident on the CCD, the noise is essentially the same every-

.rU = '(4) where.
2n, A measure of the spatial noise as a function of wavelength

and sample size was obtained by computing the standard
where the sum is over all pixels nP in the area. We expose deviation of a square area of a twilight-sky flat-field exposure
twice on an area of50O 50 pixels. A sample plot from which as a function of the length of an edge of the square after
the gain and readout noise can be obtained is given in Fig. 10. removing the contribution due to readout and shot noise.
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, Our picture processing is clone on a VAX/Ilk) computer
running under VMS, a1APC- ic displaycd on a (riunll
a(MR270. The Grinnell with joystick-controlled quad cur-

* sors and zoom and pan enable us to display inmags in 409
pseudocolors. Two VT I00 termials with graphics, a Prin-
I ronix. a TekIronix 46"2 flat bed lotter, and Ihe (rinel arc

'1 eaich capable of displaying plots-
-,* We have written most of our present software for the re-

- duction of two-dimensional surface photometry of galaxies.
r The most notable subset of these routines can do a weighted

SW A04 least-squares fit of any chosen suface-brightness formula to
,A ' an elliptical galaxy's light distribution, while taking into ac-

A , count overlapping stars and galaxis, including seeing ef-
,.6, feels, yielding the fitting parameters of the formula with

A' , *their errors. We are currently writing programs to handle
two-dimensional spectra. Some programs which were writ-

ten at Mount Stromlo Observatory, Australia by Greg
Quinn, Rent Valek, and Dennis Warne do fast data transfer
to and from disk in a format called Standard Astronomical

0 1 , Data (SAD). A 320 X 512 array of RAL.4 data can be trans-
50 S 00 150 200 250 fered in about 5 s. Copies of the Mount Stromlo programs

were transmitted to us by Susan Simpkin. We have given the

F i. 11. CCD tialnoiseasafunctionufwaveegth ad acronym MIIPS (Michigan Image Processing System) to our

SFsample size. picture-processing software.
An example of the quality of our CCD images is shown in

Fig. 12. It is a 30-min exposure of the field surrounding NGC
4874 in the Coma cluster taken through a 1000-A bandpass

From the plot of this data shown in Fig. 11, we see that the filter centered at S0 A. This exposure, for which the entire
corrections for spatial noise become increasingly important frame is shown, has not been flat-fielded or edited in any
at longer wavelengths and larger pixel sample sizes. Flat- way, yet there is no evidence of fringing or of charge trailing
field exposures taken of the dawn and twilight skies on dif- due to imperfect charge-transfer efficiency. There is one mi-.
ferent nights areconsistent with each other on thelarge scale nor blemish in two adjacent columns extending over 34
(the upper third compared with the lower third of the frame) rows. Although the bright star has saturated the ADC (Ime
from one part in 100000 to a few parts in 10000 peak to than about 350 000 electrons/pixel) in 43 pixels, the star i-
peak. age appears unbroadened with no bleeding of charge, and

A complete correction of an exposure for spatial noise and even diffraction spikes are visible.
zero level is carried out on a pixel-by-pixel basis using the In other exposures, we have found fringing at less than 2%
expression of the sky level in the I band, centered at 8700 A, but at 5500

A, only one exposure out of 50 has shown fringing. It was
( ((exposure - biass) - (dark frame - biasD)Iscale (5) observed to be at a level of less than 1% of the sky level.

(flat-field - bias .) ( We have tested the linearity of the system in three ways.
By exposing on a constant uniform source of light and then

where the dark frames and flat fields are averages of many plotting the observed signal in ADU against exposure time,
exposures and the scale is a normalization constant which we see no departure from linearity from our shortest expo-
could be set equal to the average intensity of a pixel for the sures (less than 10 ms) to the highest level our ADC can
average of the flat-field exposures. Each processed exposure record (16 383 ADU or 348 958 electrons). By measuring the
must have a constant bias value for the exposure, dark frame, total light in the images of calibration stars observed at a - '

and fiat field (bias , bias,, and biasF, respectively) subtract- variety ofexposure times and for a variety of magnitudes, we
ed; in our system, these are computed from an average of a obtain a calibration curve with a standard deviation for a
50 x 50-pixel area which is read out immediately following single observation ofO075 (0.75%). It is interesting to note -
readout of the full frame. Dark frames for exposure times that we can calibrate on mar as bright as Vep. The exposure
from zero to more than 45 min show structure on the large times must be kept below I s and the images defocused.
scale of about 40 electrons peak to peak. Because this can be A more stringent test of linearity is defined on the scale of
as much as I % of the sky level, it is important to subtract this a pixel. That is, if at high levels of illumination, charge drains
structure from an exposure. At our operating temperature, to neighboring pixels but the total charge is conserved, the
the dark current contributes about 25 electrons per hour per above two tests will indicate linearity although it is violated
pixel on average, with small pixel-to-pixel variations, on a per pixel basis. By measuring the FWHM of point-like

CCD's are quite sensitive to background low-frequency images as the illumination was increased from very low lev-
electromagnetic radiation. We found that a small ripple vol- els up to saturation of our ADC, we observed no increase in
tage on the shutter power supply filled pixels with charge at a the FWHM of the imag.
rate several hundred times larger than the normal dark cur- As an example of image processing with our system, Fg.
rent. After eliminating the ripple so that the shutter voltage 13 shows the processed field of Fig. 12 with the beigheet

,." was purely dc, even under load, this problem disappeared. galaxy modeled by our programs and subtracted from te.
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* .~No flal-fielding hai be,-! d .w

*i toi The contrist of the Grinricl %%.s itiereastd slightly for Fig. 13 are about 23 b b lbased on in,,,ou = 0.0 for Vega). A
* ~13 ass conipmted to i i L, thlis igewe Ise a similar modeling and sUbtraction for an exposure of M87
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